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Abstract 

Malignant glioma resection is often the first 
line of treatment in neuro-oncology. During 
glioma surgery, the discrimination of tumor’s 
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edges can be challenging at the infiltration 
zone, even by using surgical adjuncts such 
as fluorescence guidance (e.g., with 5-
aminolevulinic acid). Challenging cases in 
which there is no visible fluorescence include 
lower-grade gliomas, tumor cells infiltrating 
beyond the margin as visualized on pre- and/or 
intraoperative MRI, and even some high-
grade tumors. One field of research aiming 
to address this problem involves inspecting in 
detail the light emission spectra from different 
tissues (e.g., tumor vs. normal brain vs. 
brain parenchyma infiltrated by tumor cells). 
Hyperspectral imaging measures the emission 
spectrum at every image pixel level, thus 
combining spatial and spectral information. 
Assuming that different tissue types have 
different “spectral footprints,” eventually 
related to higher or lower abundances 
of fluorescent dyes or auto-fluorescing 
molecules, the tissue can then be segmented 
according to type, providing surgeons a 
detailed spatial map of what they see. 
However, processing from raw hyperspectral 
data cubes to maps or overlays of tissue 
labels and potentially further molecular 
information is complex. This chapter will 
explore some of the classical methods for the 
various steps of this process and examine 
how they can be improved with machine 
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learning approaches. While preliminary 
work on machine learning in hyperspectral 
imaging has had relatively limited success 
in brain tumor surgery, more recent research 
combines this with fluorescence to obtain 
promising results. In particular, this chapter 
describes a pipeline that isolates biopsies in 
ex vivo hyperspectral fluorescence images 
for efficient labeling, extracts all the relevant 
emission spectra, preprocesses them to 
correct for various optical properties, and 
determines the abundance of fluorophores 
in each pixel, which correspond directly 
with the presence of cancerous tissue. Each 
step contains a combination of classical and 
deep learning-based methods. Furthermore, 
the fluorophore abundances are then used 
in four machine learning models to classify 
tumor type, WHO grade, margin tissue type, 
and isocitrate dehydrogenase (IDH) mutation 
status in brain tumors. The classifiers achieved 
average test accuracies of 87%, 96.1%, 
86%, and 93%, respectively, thus greatly 
outperforming prior work both with and 
without fluorescence. This field is new, but 
these early results show great promise for 
the feasibility of data-driven hyperspectral 
imaging for intraoperative classification of 
brain tumors during fluorescence-guided 
surgery. 
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1 Introduction  

Maximal resection of brain tumors significantly 
impacts the survival of patients harboring ma-
lignant gliomas [1] but remains challenging. To 
improve resection rates, 5-aminolevulinic acid (5-
ALA)-mediated fluorescence guidance is a sur-
gical adjunct in the resection of brain tumors 
that uses fluorescent protoporphyrin IX (PpIX) 

to visualize and resect gliomas. Patients orally 
ingest 20 mg/kg b.w. of 5-ALA preoperatively, 
which is preferentially metabolized by malignant 
gliomas into the fluorescent biomarker PpIX (Fig. 
1). PpIX is excited by blue light at around 405 nm 
and fluoresces bright red with a main peak at 
634 nm [1, 2]. During surgery, PpIX fluores-
cence can guide tumor resection, leading to max-
imized resection and improved progression-free 
and overall survival [3, 4]. However, the visibil-
ity of PpIX fluorescence is poor in low-grade 
gliomas (LGGs) and tumor margins. Moreover, 
increasing the sensitivity of the imaging system 
does not lead to better visualization of PpIX be-
cause other endogenous fluorophores, which con-
tribute to autofluorescence and are not indicative 
of malignant cells, exhibit fluorescence at magni-
tudes and spectral ranges similar to the weakly 
fluorescing PpIX. To address these challenges, 
hyperspectral imaging (HSI) has been utilized 
to capture more information and enhance PpIX 
detection in fluorescence-guided resection (FGR) 
of brain tumors. 

Hyperspectral imaging captures not only red, 
green, and blue bands as is accustomed in RGB 
cameras, but rather it collects the entire light 
emission spectrum over a particular spectral 
range at every pixel. The following section 
describes this in detail and gives information 
about the tissue than visual inspection. For 
example, with a priori knowledge of the 
emission spectra of individual compounds, 
the hyperspectral images can be used to 
determine which compounds are present and their 
corresponding fractional abundances through 
spectral unmixing (Sect. 7). This process allows 
trace amounts of PpIX to be isolated among other 
fluorophores, or the distribution of fluorophores 
can be used to classify and describe the tissue. 
Alternatively, the raw spectra themselves can be 
used to perform such computations. In this way, 
HSI produces very rich information about the 
tissue. 

HSI has thus been used extensively in satellite 
imaging [5], agriculture [6], forestry [7], and food 
science [8]. More recently, myriads of medical 
applications have been explored, including der-
matology [9] and breast cancer [10]. Surgical
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Fig. 1 Heme biosynthesis and fluorescence peak maxima. (Reprinted with permission CC BY 4.0 [2]) 

hyperspectral imaging is reviewed by Clancy et 
al. [11]. In most applications, HSI is used to 
perform semantic segmentation using the spectra 
[12–15] or to determine specific properties of the 
objects, for example, blood oxygenation of tissue 
during surgery [16]. This is effective because HSI 
creates very rich data; however, as a result, the 
output of an HSI image acquisition is a very 
large, high-dimensional dataset. For example, in 
a system with 100 spectral bands, capturing a 
512 × 512 pixel image with 32-bit depth at every 
band, a single acquisition consists of 26,214,400 
numbers or 105 MB of data. Classical methods 
exist to process this data and obtain dimension-
ally reduced representations, such as fluorophore 
abundances at every pixel. Some of these are de-
scribed in the following sections. However, these 
techniques are imperfect, and their output is still 
an n-dimensional image, where n is the num-
ber of fluorophores considered. For classification, 
segmentation, or regression tasks on such data, 
deep learning is likely themost effective approach 
[17]. 

Deep learning in hyperspectral imaging with-
out fluorescence has been reviewed by Jia et al. 
[18] and for medical applications specifically by 
Cui et al. [19] and Khan et al. [20]. In brain tumor 
surgery, the technique is promising and is even 
being pursued by a startup company, HyperVision 
Surgical (London, UK) [21]. Multiple studies at-
tempting to use HSI to segment and classify the 

different tissues present in vivo exist. Urbanos et 
al. tested several machine learning methods, in-
cluding support vectormachines (SVMs) and ran-
dom forest models, and simple convolutional neu-
ral networks (CNNs) to perform segmentation on 
datasets of 13 [22, 23] and 26 images [24]. Other 
researchers have used majority voting-based fu-
sions of k-nearest neighbors (KNN), hierarchical 
k-means clustering, and dimensionality reduc-
tion techniques such as principal component anal-
ysis (PCA) or t-distributed stochastic neighbor 
embedding (t-SNE) with good results [25, 26]. 
These papers used 61 images from 34 patients 
and achieved a median macro F1-score of 70%. 
A mixture of KNN and a multilayer perceptron 
(MLP) was also employed by Rinesh et al. [27]. 
Several groups have used the HELICoiD (Hyper-
spectral Imaging Cancer Detection) dataset [28], 
which contains 36 hyperspectral images from 22 
different patients. For example, Manni et al. used 
a CNN architecture to achieve 80% accuracy in 
classifying tumor, healthy tissue, and blood vessel 
[29], and Hao et al. fused several deep learning 
architectures in a multistep process to achieve 
96% accuracy in glioblastoma identification [30]. 
This greatly outperforms other methods used on 
pathological slides [31] and very small datasets 
[32]. Finally, Kifle et al. found higher accuracy 
when using a random forest classifier on RGB 
images rather than HSI data, which suggests a 
problematic dataset as HSI data contains strictly
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more information than RGB data and thus should 
at least match its performance [33]. 

Thus, though many interesting papers have 
been published, almost none have yet achieved 
clinically relevant performance, with typical ac-
curacies between 60% and 80%. This is likely in 
part due to small datasets, costly labeling of HSI 
images, and consequent limited use of modern 
deep learning architectures for medical image 
segmentation, such as U-Net [34], V-Net [35], 
and graph neural networks (GNNs) [36]. Gen-
erative adversarial networks (GANs) [37] and  
encoder-decoder models [38] can use weakly su-
pervised or unsupervised learning to avoid the la-
beling problem but necessitate big datasets. A fur-
ther reason for the unsatisfactory performance is 
that none of the aforementioned papers used flu-
orescence in combination with HSI. Indeed, most 
of them were trained and tested only on glioblas-
toma, which are high grade and usually fluoresce 
visibly anyway when using fluorescence guid-
ance [1, 3, 39]. The real challenges are detecting 
and classifying infiltrating margins, low-grade 
glioma, and/or other tumor types and determin-
ing clinically essential markers such as the IDH 
mutation status (i.e., mutant vs. wildtype). 

To this end, recent papers by Leclerc et al. [40] 
and Black et al. [41, 42] have combined fluores-
cence, HSI, and machine learning with promis-
ing results. This chapter, therefore, summarizes 
the authors’ experience in analyzing hyperspec-
tral fluorescence images using a relatively larger 
dataset from brain tumor resections (Table 1) to  
perform these tasks. Our objective is to address 
the limitations of prior techniques by adopting a 
data-driven approach that incorporates machine 
and deep learning algorithms where appropriate, 
ultimately resulting in improved accuracy, clarity, 
and clinical utility of resulting overlays. There-
fore, the following sections first outline hyper-
spectral fluorescence imaging (Sect. 2) and the  
processing pipeline (Sect. 3), highlighting which 
steps of the process can be improved using data-
driven methods. Each of these steps is then dis-
cussed in detail in the following sections, ex-
ploring both the classical and machine learning 
methodologies. 

2 Hyperspectral Fluorescence 
Imaging 

In regular cameras, each pixel is sensitive to either 
red, green, or blue light. RGB images are pro-
duced through interpolation and demosaicking. 
In HSI, on the other hand, many narrow spectral 
bands are captured across the visible spectrum or 
beyond it into near-infrared (NIR) and/or ultra-
violet (UV). The different technologies used to 
acquire these images are described briefly in Sect. 
4. Each ultimately produces a stack of grayscale 
images, each capturing the light from one section 
of the spectrum. This stack, known as a data 
cube, thus contains all the present spatial and 
spectral information. An example is shown in Fig. 
2. In fluorescence imaging, each pixel contains 
the emission spectrum from that point. As shown 
in Fig. 2, the spectrum looks very different de-
pending on what is present in the pixel; a strongly 
fluorescing region shows a clean PpIX spectrum, 
while a weakly fluorescing area has similar pro-
portions of PpIX and autofluorescence. Our sys-
tem, described in Sect. 4, captures ex vivo tissue 
biopsies and averages the spectra of 10× 10 pixel 
regions to decrease noise. Thus, depending on 
size, each biopsy can yield up to several thousand 
spectra. 

Each spectrum consists of a combination of 
all the present fluorescing compounds or fluo-
rophores. A priori knowledge of the fluorophores’ 
emission spectra enables the decomposition of 
the measured spectra into the constituent spectral 
signatures (endmembers) stemming from differ-
ent fluorophores [43]. This is known as spec-
tral unmixing and is described in Sect. 7. The  
endmembers include PpIX and endogenous flu-
orophores such as lipofuscin, NADH, collagen, 
and flavins, collectively termed autofluorescence. 
By studying the distribution of fluorophores in a 
given pixel, this method can provide much more 
information than visual inspection. Additionally, 
by giving 5-ALA prior to surgery, the enhanced 
presence of PpIX in tumor cells further facilitates 
tumor tissue classification. 
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Table 1 Breakdown of data from the analysis presented in this chapter 

Classification type # of data cubes Classification type # of data cubes 
Tumor type 632 Margin type (gliomas) 288 
Pilocytic astrocytoma 5 Reactively altered brain tissue 100 
Diffuse astrocytoma 57 Infiltrating zone 57 
Anaplastic astrocytoma 51 Solid tumor 131 
Glioblastoma 410 
Grade II oligodendroglioma 24 WHO grade (gliomas) 571 
Ganglioglioma 4 Grade I 9 
Medulloblastoma 6 Grade II 84 
Anaplastic ependymoma 8 Grade III 57 
Anaplastic oligodendroglioma 4 Grade IV 421 
Meningioma 37 
Metastasis 6 IDH classification 411 
Radiation necrosis 20 IDH mutant 126 

IDH wildtype 285 
This comes from 891 hyperspectral data cubes of ex vivo tissue from fluorescence-guided surgeries of 184 patients. Not 
every data cube had information on all the classifications, hence the varying number of data cubes in each. In the margin 
classification, reactively altered brain tissue (RABT) is tissue outside of the infiltration zone and can be considered the 
“normal tissue” 

Fig. 2 Hyperspectral imaging illustration. In HSI, a stack 
of images is captured, each from successive narrow spec-
tral bands. In our case, these range from 421 to 730 nm in 
3 nm steps. Each pixel of the resulting data cube contains 

the entire light spectrum, and these are averaged over 
10 × 10 regions of pixels to reduce noise. The spectra 
differ greatly depending on the material present in the 
region 

3 Overall Pipeline 
and Data-Driven 
Opportunities 

Due to the complex, high-dimensional nature of 
the output data, the processing pipeline after im-

age acquisition is relatively complex. Extensive 
literature on this topic exists [44, 45], and this 
chapter will only cover the essentials of HSI pro-
cessing for fluorescence-guided brain tumor re-
section specifically. The overall pipeline is shown 
in Fig. 4. Each step that can be augmented by
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Fig. 3 Outputs from one hyperspectral measurement of 
a brain tumor biopsy. The images are false-color RGB 
representations of the data cubes with the red, green, and 

blue taken at the three bands shown in the spectra. The 
strong red in the right-hand image shows fluorescence of 
malignant tumor 

data-driven approaches is bolded and described in 
the following sections. 

The output of a hyperspectral fluorescence 
measurement usually consists of a data cube mea-
sured under white-light illumination, a fluores-
cence data cube measured under blue light illu-
mination, and a dark data cube measured with no 
illumination. These are shown in Fig. 3, and the  
image acquisition process is examined in Sect. 
4. The dark cube is subtracted from the other 
two to reduce the dark noise from the camera 
sensor. After this, the fluorescence spectra are 
normalized using the white-light spectra. This 
accounts for the heterogeneous optical and ge-
ometric properties of the imaged tissue and is 
described in Sect. 6. Several other preprocessing 
steps are device-specific, including correcting for 
the wavelength-dependent camera sensitivity, vi-
gnetting, and varying pass bands of the tunable 
band-pass filter, if one is used. These are not 
described in detail. 

The normalized and corrected fluorescence 
data cubes can either be used directly to perform 
deep convolutional network-based segmentation, 
classification, and/or regression, or they can be 

spectrally unmixed to determine the fluorophore 
abundances. This is described in Sect. 7. After  
unmixing, classifiers are applied to the abundance 
vectors, as described in Sect. 8. The ultimate 
output is an overlay heatmap of tissue type, 
malignancy, or other markers being classified. 

In order to improve these steps using machine 
learning, large datasets are, of course, required. 
Our HSI system has been described previously 
[39, 46–48]. 

During fluorescence-guided surgeries, 
resected pieces of brain tumor or other tissue 
were immediately imaged ex vivo with  the HSI  
device before being sent for histopathological 
assessment. In this way, we have collected 891 
hyperspectral fluorescence data cubes from 
184 patients, totaling approximately 555,666 
high-quality fluorescence spectra. These stem 
from patients with a wide variety of different 
pathologies, outlined in Table 1. To extract and 
label the spectra, a computer vision system was 
developed to segment the tumors in the images. 
This is described in Sect. 5. The purple dashed 
lines in Fig. 4 show all the steps where this data 
can be used.
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Fig. 4 The entire processing pipeline, from image acqui-
sition to high-level image segmentation, classification, and 
even analysis of biomarkers such as IDH mutation. The 

bolded steps of the process are described in detail in the 
following sections. Each step can be tuned and improved 
using data-driven methods with data extracted from many 
measurements, as shown in the blue box 

4 Image Acquisition 

Three main types of HSI devices exist, differing 
in how they acquire the images [49]. In spatial 
scanning devices, light passes through a narrow 
slit and is dispersed with a grating or lens onto a 
sensor. Thus, one line of the data cube is captured 
at a time, and a push-broom scanner moves the 
slit to capture the whole image [50]. A similar 
system captures one point at a time through an 
optical fiber and scans in two axes to create the 
image. Conversely, in spectral scanning devices, 
a grayscale camera captures the whole scene, but 
the light is first filtered through a tunable optical 
band-pass filter. As the pass band is swept across 
the spectral range, a series of images is captured. 
Such a system is shown in Fig. 5. It consists of 
a light source for blue and white illumination, an 
objective lens for capturing the wide-field light, 
a high-pass filter to remove the brightly reflected 
blue excitation light, a liquid crystal tunable filter 
(LCTF), and a scientific metal oxide semiconduc-
tor (sCMOS) camera. This captures 104 spectral 
bands with a step size of 3 nm and very high 

spatial resolution. However, the acquisition time 
is more than two minutes, so it is not suitable for 
intraoperative use. 

While spatial scanning systems have good 
spectral resolution, the spatial resolution is 
proportional to acquisition time. The spatial 
resolution for spectral scanning devices can be 
very high, but it takes time for each tuning of the 
pass band. Additionally, the band-pass filter has 
an approximately Gaussian transmission curve 
centered at the desired wavelength and with a 
given finite bandwidth. Thus, light attributed 
to a certain wavelength is actually a weighted 
integral of light coming from a range around that 
wavelength. This slightly degrades the accuracy 
of the measured spectra. 

Given the time-consuming acquisition, the 
third HSI device type is called a snapshot HSI 
camera. This captures the spatial and spectral 
information in a single shot and can be used in 
real-time scenarios. Various interesting devices 
exist to achieve this [51–53]. However, most 
commercially available snapshot cameras have 
repeated arrays of around 9–16 pixels, each 
sensitive to a different spectral band, much like
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Fig. 5 The hyperspectral measurement device consists of 
a microscope objective, an LCTF, and an sCMOS camera. 
A low-pass optical filter is used to excite the tissue with 

only 405 nm blue light, and a high-pass filter is used 
to remove the intense reflected excitation light from the 
image while allowing the weak, red fluorescence 

RGB cameras. Thus, the spatial resolution is 
down-sampled by a factor of 3–4 in both axes, 
and the spectral resolution is only 9–16 bands 
over the whole spectrum. This leads to relatively 
low spatial and spectral resolution. 

To overcome these limitations in HSI image 
acquisition, it is necessary either to reduce the 
number of bands required for a spectral scanning 
image or to demosaic the heavily down-sampled 
snapshot images more effectively. Machine learn-
ing can help in both cases. For the former ap-
proach, it is observed that certain spectral regions 
contain most of the information about the PpIX 
fluorescence. Thus, capturing only these bands 
should not greatly reduce the relevant information 
content of the data cubes. To this end, Martinez 
et al. used a genetic algorithm to determine an 
optimal value of 48 bands, achieving 5% better 
classification accuracy than with 128 bands [54]. 
Subsequently, Baig et al. introduced a method us-
ing empirical mode decomposition to determine 
the most relevant bands [55], leading to a sev-
enfold decrease in the data dimensionality. This 
reduced dataset (7 bands) performed equally well 
as the benchmark dataset (48 bands) on a tumor 

classification task using SVM. Even with only the 
three optimal bands, the performance decreased 
by only 10%. Giannantonio et al. used neural 
networks to optimize the number of bands and 
precision simultaneously [56]. From 104 bands, 
they compressed the acquisition to 3, 6, or 12 
bands based on data from 5 patients. With 12 
bands, the performance of an MLP classifier is 
comparable to the original, while with 3 bands, 
accuracy again drops by about 10%. Further work 
in this direction may enable good performance 
and real-time intraoperative use while maintain-
ing high spatial resolution. 

The other approach is to demosaic the snap-
shot images using deep learning-based hyper-
resolution techniques. Li et al. have explored this, 
first using CNNs [57] and subsequently with a 
novel unsupervised learning approach that em-
ploys inter-spectral band regularization based on 
spatial gradient consistency [58]. This achieves 
results similar to supervised learning without re-
quiring large ground truth datasets and greatly 
outperforms linear interpolation. Such techniques 
may enable clinical use of high-speed snapshot 
devices. Other practical improvements are also
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possible using machine learning, for example, 
performing auto-focusing in HSI devices using 
deep reinforcement learning [59]. This method 
reduced mean focal error by a factor of two. 
Thus, data-driven approaches can be valuable for 
hyperspectral image acquisition. 

5 Data Preparation  

Once the data cubes are acquired, the next step 
in our pipeline is to segment the ex vivo tumor 
images automatically. This enables analysis of the 
spectra, as well as integration of the new data 
into our dataset without inadvertently including 
spectra of the slide background. The challenge 
is that smears of fluid, irregular and sometimes 
disjoint shapes, and very bright reflections con-
found the otherwise simple segmentation task. It 
would be possible to use the total fluorescence 
spectra to perform the classification. However, 
for speed and simplicity, we used a single band 
around 634 nm, the primary fluorescence peak 
of PpIX, and a Detectron2-based classifier [60]. 
The architecture was pre-trained, for instance, 
segmentation on very broad input data, and we 
subsequently trained it on our data to recognize 
the tumor biopsies. With this simple approach, 
intersection over union (IoU) tests give an av-
erage precision at IoU = 0.5 of 98.82% and at 
IoU= 0.75 of 96.54%.With quickmanual checks 
of the images before integration into our dataset, 
this was sufficiently accurate (Fig. 6). However, 
using more of the available spectrum can, of 
course, greatly improve the performance. While 
this is only for extracting and curating our dataset, 
tumor segmentation in in vivo fluorescence im-
ages is crucial for future work. 

6 Normalization 
and Preprocessing 

Having obtained and extracted the emission spec-
tra, the data must be preprocessed and normal-
ized. As mentioned in Sect. 3, the several steps of 
device-specific preprocessing include correcting 

for the wavelength-dependent camera sensitivity, 
for vignetting, and for the varying pass bands 
of the tunable band-pass filter. These are not 
described here as they vary with the HSI system. 

More relevant is the normalization of the flu-
orescence spectra. As shown in Fig. 7, tumor 
biopsies and in vivo tissues have very heteroge-
neous optical properties across the surface. Some 
regions are shaded, while others have bright spec-
ular reflectance. This leads to relatively large 
variations in the measured intensity of the spectra 
from the different regions, even if the fluorophore 
abundances are actually uniform across the mea-
surement. Correcting for this phenomenon is re-
ferred to here as normalization. In vivo, the three-
dimensional geometry also leads to variations 
since pixels further from the objective lens will 
appear less bright than the closer ones. This also 
has to be corrected for, but in our data the biopsies 
are small and relatively flat, so this is less rele-
vant. 

The current method for normalization involves 
extracting a correction factor from the white-light 
spectrum and using it to scale the fluorescence 
spectrum [61]. The factor is found by integrating 
over two sections of the white spectrum, one 
representing the excitation wavelength band of 
PpIX and the other the emission band. One band 
is exponentiated with an empirically derived ex-
ponent, and the two are then multiplied together. 
This was effective in phantom tests with varying 
optical scattering and absorption coefficients in 
these bands [62]. The R2 values for the linearity 
of intensity versus PpIX concentration increased 
from 0.27 to 0.88 using dual-band normalization. 
However, the technique’s effectiveness in human 
tissue is relatively unproven. Furthermore, opti-
mizing the two band locations leads to bands well 
outside the emission or excitation ranges of PpIX, 
which seemingly contradicts the theoretical basis 
of the method. It is also likely that this linear 
scaling cannot effectively correct for the many 
nonlinear effects in the imaging and biological 
system, including, for instance, the pH of the 
tumor microenvironment and the presence of two 
photo states of PpIX [2, 63], nor can it account 
for wavelength-dependent effects.
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Fig. 6 Example segmentations of brain tumor biopsies on the slides using a Detectron2-based model 

Fig. 7 Measured spectra (left) have large variance in 
magnitude even if taken from a nominally constant-
concentration phantom. This is due to heterogeneous op-
tical properties such as specular reflectance, shadows, and 

differences in depth, as seen on the far left. After nor-
malization, this variance is decreased (right) in phantom 
measurements of constant fluorophore concentration 

Therefore, deep learning-based methods may 
be more appropriate. Only very preliminary 
work has been performed for this task. For 
this research, phantom data and pig brain 
homogenates with known PpIX concentrations 
were used, as described previously [39]. This 
allowed us to compare the coefficient of 
determination (R) of calculated PpIX abundance 
versus known concentration using different 
normalizations. The dual-band normalization 
and two possible learning-based normalizations 
that were tested are illustrated in Fig. 8. Method 
2 inputs the white-light spectrum into a deep 
learning model to regress either a scaling factor 
or a scaling vector. The scaling vector has the 

same dimension as the fluorescence spectrum and 
can be used through element-wise multiplication 
to perform wavelength-dependent normalization. 
Alternatively, in Method 3, the white-light and 
fluorescence spectra are stacked and input to 
the model, and a normalized spectrum is output 
directly. 

For these methods, we tested MLPs and 1D 
CNNs. CNNs have successfully been applied to 
tasks such as unmixing hyperspectral images [64] 
into endmember abundances and directly regress-
ing hyperspectral images to chemical concentra-
tions [18]. In particular, CNNs are more effective 
at disregarding noise in spectral data compared 
to conventional spectral imaging chemometrics
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1 

2 

3 

Fig. 8 We have explored three main normalization meth-
ods: (1) scaling by a factor found by integrating sections of 
the white-light spectrum [61], (2) scaling each wavelength 
independently with a vector derived from the white-light 

spectrum by a deep neural network (element-wise product 
of . 

-

β with the measured spectrum), and (3) outputting 
a scaled spectrum directly from a deep neural network 
whose input is the white and fluorescence spectra 

techniques [18]. We also explored incorporating 
other architectures, such as skipping connections, 
which allow for bypasses of certain layers [65] or  
inception blocks [66] to improve model perfor-
mance. These methods have been demonstrated 
to improve the quality and robustness of learned 
features [65, 66]. The best-performing model in-
corporated residual connections and is shown in 
Fig. 10. 

The models were trained to minimize the 
mean squared error between spectra of equal 
known concentration and between the computed 
and known concentrations. It was found that 
outputting a scaling was difficult because, for 
spectra with a very small PpIX concentration, 
small fluctuations in the fluorescence could cause 
the computed PpIX abundance to be zero, leading 
to near-infinite scaling factors which bias the 
training. Excluding the low concentrations is also 
problematic, as it is essential to determine the 
precise PpIX concentration in these samples. 
However, when considering the pipeline of 
normalization followed by unmixing, it is 

possible to skip this intermediate representation 
of a scaling factor and directly output the 
unmixed abundances. This is described in 
Sect. 7 and called the Attenuation Correction 
and Unmixing Network (ACU-Net) [42]. On 
the other hand, having an effective data-
driven normalization would be very useful for 
applications which directly use the spectra rather 
than the unmixed abundances. Furthermore, the 
model’s generalization and explainability would 
improve if an intermediate step were a coherent 
normalized spectrum. This is therefore explored 
in a third architecture, described in Sect. 7, known 
as Attenuation Correction and Unmixing by 
Spectrally informed Autoencoding (ACU-SA). 
Further development of this concept is required 
in future work. 

7 Spectral Unmixing 

As described above, the measured spectrum at 
a pixel is a combination of the emission spectra
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Fig. 9 Unmixing of measured spectra involves finding 
the linear combination of a priori known basis spectra 
that best fits the measured spectrum. This gives a relative 

weight, or abundance, for each constituent fluorophore. 
The five fluorophores were described by Black et al. [43] 

of all the fluorophores present in the pixel. As-
suming the combination is linear, it is simply the 
weighted sum, where each spectrum’s weight is 
the relative abundance of that fluorophore. This 
is illustrated in Fig. 9. 

Since every measured spectrum can be ex-
pressed as a linear combination of the linearly 
independent fluorophore spectra, these form a 
basis for the space of fluorescence measurements 
and are called basis spectra or endmembers. With 
the basis spectra as the columns of a matrix B, a  
measurement x can be expressed as 

. x = Bc + z

where c is the vector of abundances, as in Fig. 9, 
and z is noise. To find c we can use numerical 
optimization methods. Many methods are possi-
ble, including robust regression to minimize the 
worst-case error due to noise [67] or maximum  
likelihood estimation [68]. In practice, fast non-
negative least squares [69] is commonly used be-
cause it is simple, computationally efficient, and 
enforces the constraint that the abundances must 
not be negative. Additionally, this is the maxi-

mum likelihood estimate under the assumption 
of normally distributed noise. In fact, however, 
it is known that the photon emission statistics 
are more nearly Poisson distributed rather than 
Gaussian [70]. Additionally, it can be argued that 
a given spectrum will likely contain a few fluo-
rophores at most, so the unmixing should reward 
sparsity. Therefore, low-rank Poisson regression 
has also been proposed for biological spectral 
unmixing [71]. This method led to improved ac-
curacy on several datasets [72]. 

On the other hand, it is also possible to 
combine the normalization and unmixing using 
deep neural networks. Unmixing in geoscience 
applications has been explored using simple 
MLPs [73], CNNs [64, 74], and auto-associative 
neural networks [75], and recent work has found 
more success with autoencoder architectures 
[76]. However, the work so far is relatively 
preliminary and does not consider medical 
applications. Therefore, the architecture shown 
in Fig. 10 was trained on phantom and pig brain 
data with ground truth PpIX concentrations to 
perform this task. Compared to a benchmark 
method consisting of dual-band normalization
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Fig. 10 Architecture for learning-based normalization 
and unmixing. The final output is the vector of fluorophore 

abundances, and an intermediate layer can be shaped to 
contain the unmixed spectra. However, the latter requires 
further work 

Table 2 Comparison of proposed end-to-end learning-
based normalization and unmixing compared to the bench-
mark dual-band normalization followed by nonnegative least 
squares unmixing 

Benchmark CNN method 
Unsupervised 
method 

Phantom data R2 = 0.93 R2 = 0.997 R2 = 0.98 
Pig brain 
homogenate 

R2 = 0.82 R2 = 0.99 R2 = 0.91 

The coefficient of determination between known and com-
puted PpIX concentration is used for consistency with 
previous normalization work [62, 77] 

and nonnegative least squares, this method 
achieved much better results. This is shown in 
Table 2. 

While the results are very promising, extend-
ing the method to human data is nontrivial. Trans-
fer learning approaches can be used, but the pa-
tient data lacks ground truth PpIX abundances. 
If the abundances computed from the classical 
methods are used as labels, the model will never 
outperform the classical method. To overcome 
this problem, unsupervised or semi-supervised 
methods can be used. One promising architecture 
is shown in Fig. 11 [42]. This uses an MLP 
to perform the normalization before passing the 
spectra to an encoder, which performs the un-
mixing. Using a weighted sum of the endmember 
spectra with the encoder outputs as weights can 
provide a reconstruction loss to train the network. 
The encoder can simultaneously be trained to 
produce independent outputs or encourage spar-
sity by inputting the pure endmember spectra 

to an encoder with shared weights and applying 
a corresponding loss function to the outputs of 
a softmax function. In the ideal case, an input 
endmember spectrum will produce a vector of 
zeros with a one in the corresponding position. 
This work is still preliminary, but the results al-
ready greatly outperform the benchmark method 
[61] and are comparable to the fully supervised 
method  as shown in Table  2. The method can also 
be pre-trained on supervised phantom or animal 
data using the known concentrations and encoder 
outputs and then extended to human data using 
the unsupervised reconstruction and endmember 
losses. 

Qualitatively, the learning-based method im-
proves results by predicting more reasonable val-
ues on human tissue data than the existing meth-
ods. An example is shown in Fig. 12. In sum-
mary, deep learning methods are promising for 
normalizing and unmixing measured spectra into 
fluorophore abundances for FGR. Much more 
work is possible in this direction. 

8 Machine Learning 
Applications 

With the measured spectra fully processed and 
unmixed, it is now possible to interpret the results. 
The obvious next step is plotting a PpIX concen-
tration heatmap to show likely regions of high 
malignancy. However, the exact relation between 
PpIX abundance and tumor cell density or other
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Fig. 11 Encoder-decoder model for normalization and unmixing without ground truth concentration data. The decoder 
can be replaced with a simple weighted sum of the endmember spectra using the encoder outputs 

Fig. 12 From qualitative examination of several typical 
examples like the one shown here, deep learning-based 
PpIX abundance computation produces more reasonable 
values on human data than classical methods do when 

calibrated with phantom samples of known absolute con-
centration. The normalization is also better, as the brightly 
reflecting point in the top center is smoothed out 

clinically relevant measures is unknown. Further-
more, it is possible to obtain much more fine-
grained information from the fluorophore abun-
dances. This is one of the most exciting appli-
cations for machine learning in HSI for FGR. 
The following outlines some of the main findings 

from Black et al. [41], which built upon Leclerc 
et al. [40]. 

Even with the previously described five flu-
orophore abundances [43], it is still impossible 
to visualize the unmixing result; further dimen-
sionality reduction is required. Figure 13 shows
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Fig. 13 t-SNE plot of the spectra of different tumor types, showing some relatively clear clusterings 

the result of t-SNE reduction to only three di-
mensions, in which some clusters are nonetheless 
clearly visible. This is promising for tumor type 
classification. In addition, it was found that the 
first five components of PCA contain 97–99% 
of the variance of the original spectra, showing 
that five values can indeed effectively describe 
the information content of a whole fluorescence 
spectrum. With the five fluorophore abundances, 
four machine learning models were trained and 
tested on the data outlined in Table 1. The four 
tasks were classification of tumor type, margin 
type, WHO grade, and IDH mutation. The dataset 
was split 80/20 for training and testing, and five-
fold cross-validation was used for hyperparame-
ter tuning and model selection. MLP, random for-
est, KNN, and SVM models were tested for each 
task. All the values reported below are results on 
the test set. 

A random forest classifier with 150 trees per-
formed best on the tumor type tests, with 87.3% 
accuracy and an average area under curve (AUC) 

of the receiver operating characteristic (ROC) 
curve of 0.98. We experimented with grouping at 
a higher level by combining the various astrocy-
toma, glioma, and glioblastoma data cubes under 
the broad label of glioma. AnMLPwith three hid-
den layers could classify between glioma, menin-
gioma, medulloblastoma, and radiation necrosis 
with 90% accuracy and an AUC of 0.97. The 
confusion charts of these two classifications are 
shown in Fig. 14. 

For margin classification, an MLP network 
was able to classify solid tumor, infiltrating zone, 
and reactively altered brain tissue (RABT) with 
85.7% accuracy and an AUC of 0.95. Though still 
excellent, the slightly lower accuracy is likely due 
to the continuous nature of these classes, making 
rigid distinctions difficult, even for pathologists. 
In this test, RABT is effectively the healthy tis-
sue class because normal healthy brain tissue is 
not removed during surgery and thus cannot be 
imaged on the ex vivo HSI device, and RABT is 
noncancerous.
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Fig. 14 Confusion matrices of two different tumor type classifiers, once with all available tumor classes in the dataset 
and once with broader categories, both showing good performance 

An MLP also achieved 96.1% accuracy in de-
termining the WHO grade of the tumor biopsies, 
with an AUC of 0.99. Finally, a random forest 
model classified IDHmutant andwildtype tumors 
with 93% accuracy and an AUC of 0.98. 

These results show great promise for 
intraoperative classification systems, not only 
for whether a region of tissue is healthy or 
malignant but also for informing the surgeon 
of the type of tissue or tumor, the grade of the 
cancer, and whether it is IDH wildtype or mutant. 
This information can guide the resection not only 
in terms of location but also in terms of the extent 
of the resection. Tumors with different WHO 
grades or IDH mutation status can have very 
different prognoses and might thus warrant more 
or less aggressive resection. Other biomarkers 
may also be classified accurately from HSI data. 
Bringing all of this information to the surgeon 
intraoperatively can significantly improve the 
resection of brain tumors (Fig. 15). 

9 Conclusion and Future 
Outlook 

Much progress remains to be made in all 
of the applications of machine learning and 
data-driven computational methods for HSI 
in fluorescence-guided brain tumor resection 
described in this chapter. The described methods 
for normalization and unmixing constitute 
preliminary research, and more work is needed 

in applying modern deep learning techniques to 
HSI FGR. In particular, the medical HSI literature 
outlined in the introduction focuses on semantic 
segmentation of in vivo images, but this has 
not yet been done in FGR. In fact, none of the 
methods described in this chapter used the spatial 
information in the data cubes other than to draw 
overlay plots. To do this, however, larger and 
more diverse datasets are required. The dataset 
presented in this chapter is relatively large in this 
field but still small compared to other medical 
imaging and general computer vision datasets. It 
also stems from a single device at a single center. 
One aspect that will greatly facilitate the creation 
of larger datasets by decreasing the acquisition 
time of the data cubes is the further development 
of high-resolution snapshot HSI cameras, both 
from a hardware and software standpoint, as 
described in Sect. 4. 

This advancement will also enable the inte-
gration of HSI systems intraoperatively. Indeed, 
much of the work so far on this topic has been 
on ex vivo data or very limited, disruptive in vivo 
imaging of a few patients. Future workmust focus 
on clinical translation and practical use. This also 
includes identifying outputs from such a system 
that are practically relevant to the operation. For 
example, intraoperative knowledge of the IDH 
mutation might change the surgeon’s approach. 
Furthermore, while imaging systems are being 
developed to recognize tumor margins, the extent 
of tumor margins is, due to the infiltrative nature 
of these tumors, not in themselves well defined,
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Fig. 15 Confusion matrices of margin, WHO grade, and 
IDH mutation classifiers. The margin labels are 1 (solid 
tumor), 2 (infiltrating zone), and 3 (reactively altered brain 

tumor) (effectively, healthy tissue). WHO grades II, III, 
and IV were included (insufficient data on grade I tumors 
was available), and an IDH value of 0 indicates a wildtype, 
while 1 indicates an IDH mutation 

as the cancer transitions relatively continuously 
from solid tumor to infiltrating zone with de-
creasing tumor cell density. No binary threshold 
exists between “tumor” and “not tumor.” Thus, 
perhaps a mapping from fluorophore abundances 
to tumor cell density would be more appropriate. 
This could be shown to the surgeon to give them 
the full picture while leaving the extent of resec-
tion up to their discretion. This has not yet been 
done due to the difficulty of counting tumor cell 
density in pathological slides and then spatially 
registering these with the hyperspectral images. 
Still, it should be the target of future efforts. For 
this question, a better understanding of the two 
photo states of PpIX could also be valuable [2], 
and data-driven methods will surely be essential. 

Ultimately, hyperspectral fluorescence imag-
ing holds great promise for improving the out-
comes of brain tumor surgery. In combination 
with machine learning and data-driven computa-
tional approaches, many improvements are pos-
sible, not only to the processing of the data but 
also to the image acquisition itself and, impor-
tantly, to the interpretation and analysis of the 
rich output data. This can be used to determine 
the tissue type, its level of malignancy, WHO 
grade, IDH mutation, and myriad other impor-
tant biomarkers. With some further development, 
these technologies can potentially benefit patient 
care substantially. 
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