
Computers & Graphics 118 (2024) 184–193
Contents lists available at ScienceDirect

Computers & Graphics

journal homepage: www.elsevier.com/locate/cag

Special Section on RAIXR

Mixed reality human teleoperation with device-agnostic remote ultrasound:
Communication and user interaction
David Black ∗, Mika Nogami, Septimiu Salcudean
Department of Electrical and Computer Engineering, University of British Columbia, Vancouver, Canada

A R T I C L E I N F O

Keywords:
Human computer interaction
Mixed reality
Augmented reality
Teleoperation
Tele-ultrasound

A B S T R A C T

For many applications, remote guidance and telerobotics provide great advantages. For example, tele-
ultrasound can bring much-needed expert healthcare to isolated communities. However, existing tele-guidance
methods have serious limitations including either low precision for video conference-based systems, or high
complexity and cost for telerobotics. A new concept called human teleoperation leverages mixed reality,
haptics, and high-speed communication to provide tele-guidance that gives an expert nearly-direct remote
control without requiring a robot. This paper provides an overview of the human teleoperation concept and its
application to tele-ultrasound. The concept and its impact are discussed. A new approach to remote streaming
and control of point-of-care ultrasound systems independent of their manufacturer is described, as is a high-
speed communication system for the HoloLens 2 that is compatible with ResearchMode API sensor stream
access. Details of these systems are shown in supplementary video demonstrations. Novel interaction methods
enabled by HoloLens 2-based pose tracking are also introduced and tests of the communication and user
interaction are presented. The results show continued improvement of the system compared to previous work
in instrumentation, HCI, and communication. The system thus has good potential for tele-ultrasound, as well
as possible other applications of human teleoperation including remote maintenance, inspection, and training.
The remote ultrasound streaming and control application is made available open source.
1. Introduction

Remote guidance technologies can improve tele-medicine, inspec-
tion, maintenance, and teaching [1,2]. For example, tele-ultrasound
(tele-US), consisting of remote control or guidance of US procedures,
is useful for remote and under-resourced communities where sonogra-
phers are often unavailable [3,4]. Additionally, tele-US can be used in
care homes for elderly patients with mobility issues [5], for COVID-19
to minimize exposure [6,7], for trauma assessment in ambulances [8],
or for training of sonographers [9,10]. Existing methods for tele-US
consist of robotic teleoperation and audiovisual, video-conferencing-
based guidance on a smartphone or tablet application. However, both
of these approaches face myriad practical challenges and shortcomings.
Human teleoperation addresses these issues.

1.1. State of the art

Reviews of robotic US systems are found in [11] and more re-
cently [12]. While one robotic tele-US system has been used in clinical
trials [13], commercial success has been limited despite the robots’
ability to provide precision, low latency, and haptic feedback [14–
17]. This is likely due to practical limitations including cost, restricted
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workspaces, time consuming set-up, and complex maintenance and
operation. The cost is especially relevant when compared to otherwise
inexpensive US devices, and makes it difficult to deploy such systems in
small communities. Despite this, a large body of literature has studied
autonomous robotic US [18,19] using force-based positioning [20,21],
depth camera-based planning [22], and reinforcement learning [23].
However, guaranteed robustly safe human–robot interaction is an is-
sue, particularly for regulatory bodies, and robotic tele-US remains
relatively impractical.

On the other hand, there are several commercially available video
conferencing-based mobile systems. Butterfly Network, Clarius Mobile
Health Corp., and Philips use a point of care US (POCUS) device with
live imaging and video conferencing available via a cloud interface
on a mobile phone or tablet. Some visual guidance can be given by
overlaying arrows or pointers on the US image. Though accessible and
inexpensive, these systems are designed rather for quick expert review
of a capable sonographer’s captured images instead of teleoperation
of an inexperienced novice. The resulting interaction is thus very
inefficient for the latter case, leading to low precision and high latency.

Neither of the existing solutions is both flexible and accessible while
being accurate and efficient. However, recent advances in extended
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reality (XR) research may solve this issue. Within the umbrella of
XR, virtual reality (VR) immerses a user in a virtual environment,
while augmented reality (AR) takes the real environment and adds
visual information in the form of video overlays [24]. There are many
definitions and classifications pertaining to the approach of augmenting
the user’s view, including Milgram and Kishino’s ‘‘reality-virtuality
continuum’’ [25], and more recent additions [26]. For clarity, we refer
to our system as mixed reality (MR) according to the convention used
by Microsoft, the manufacturer of the headset we use. Unlike in AR
where overlays are applied to videos, in MR visual guides can be
located within the real environment itself through the use of optically
transparent headsets and waveguides [27].

The ability of MR to project 3D visual information seamlessly into
the real world is the key enabling technology in a new concept we
call ‘‘human teleoperation’’, introduced in [28], which leverages MR,
haptics, and high-speed communication to bridge the gap in remote
guidance techniques. In this system, a human follower is controlled
as if they were a flexible, cognitive robot through an MR interface.
In this way, both the input and the actuation are carried out by
people, but with tight coupling, leading to latency and precision similar
to a tele-robotic system. This enables remote guidance that is more
intuitive, accurate, and efficient than existing audiovisual systems,
yet less expensive, more accessible, and more flexible than robotic
teleoperation [28]. The architecture and general function of human
teleoperation is described in Section 2.

While MR has also been used extensively in other fields to guide
tasks, these uses differ fundamentally from the human teleoperation
concept. The idea of using mixed reality to overlay ultrasound images
into the radiologist’s field of view was introduced in 1992 [29]. The
same group later performed a randomized trial and found that MR guid-
ance improved accuracy in reaching a target during needle biopsies,
decreasing mean deviation from 2.48 mm to 1.62 mm [30]. Similar
work has been used for ultrasound-guided needle biopsies on more
modern MR headsets such as the Microsoft HoloLens [31]. In these
systems, the US images are projected into the imaging plane of the US
device, and the needle is extrapolated linearly to show its predicted
trajectory. This effectively allows the radiologist to ‘‘see inside’’ the
patient and better aim their needle. In [32], the overlay was displayed
on a monitor, which is less immersive and intuitive than displaying it
in an MR headset or 3D display as found in the surgeon console of the
da Vinci surgical system (Intuitive Surgical, Sunnyvale, CA).

The concept of overlaying medical images and 3D volumetric mod-
els of anatomy in position on a patient has been applied to other
branches of medicine including laparoscopic surgery [33,34], robot-
assisted surgery [35,36], and even treatment of depression through
transcranial magnetic stimulation [37]. A very attractive implementa-
tion for open resection of liver metastases is presented in [38]. In [39],
the images and models are not overlaid directly, but available for
the surgeon to drag into whichever position is convenient for them
to look at. This is due in part to the difficulty of registering pre-
operative images to intra-operative anatomy, which tends to move
and deform. Some papers attempt to deal with this by registering
and deforming the pre-operative images according to US images cap-
tured intra-operatively [40]. A different approach is to use fluorescent
markers [41].

In addition to image overlays which mostly extend a physician’s
view into otherwise obscured anatomy, some systems for manufactur-
ing include static labels or pointers [42]. The authors of [43] developed
a framework to gather information from a scene and create an MR ap-
plication offline which contains visual instructions that can be overlaid
onto the scene.

What every one of these applications has in common is a relatively
static overlay of images or pointers intended to extend a user’s vision
or indicate a target to reach. To our knowledge, no other system
exists in which a virtual guiding tool is controlled in real time by a

remote person to guide the user in a hand-over-hand manner with tight

185
coupling. Even recent advances in ‘‘holoportation’’ focus on creating a
natural social interaction rather than providing dynamic guidance [44].
By approaching the MR guidance from a controls and tele-robotics
perspective, human teleoperation enables very flexible remote control
of procedures such as US exams. In this way, unlike most other MR
guidance research, human teleoperation does not necessarily enhance
the user’s sensory capabilities by overlaying images and guides, but
rather transports an expert’s knowledge and skill into a remote location
where it is needed.

1.2. Objectives and contributions

In developing this system, we follow several design objectives and
requirements, collected through review of the state-of-the-art and dis-
cussions with sonographers and radiologists, as well as community
physicians. To outperform existing methods, the system must be intu-
itive to use, efficient for procedures, and flexible for use in different
procedures and locations. To achieve this, the communication system
must be high throughput, low latency, and easily used in different
networks and signal conditions. The visual control system should be
user friendly for the follower and lead to good accuracy and little lag.
Similarly, the expert should have a sensation as close as possible to
carrying out the procedure in person, called teleoperation transparency,
which involves visual, positional, and force feedback.

Finally, the system should be usable with any POCUS transducer.
While most POCUS devices give remote access to images through a
proprietary application, only some, such as Clarius, give low-level
access to image streams and controls through open source APIs. For
those without accessible APIs, it is not possible to integrate the device
into the human teleoperation system, while for those with APIs, a
different software interface or hardware abstraction layer has to be
written for every make of device, which is impractical. Instead, we
describe a system that streams screen-grabs of the Android smartphone
connected to the device in real time to the remote site, and which
enables remote control of the phone from the remote site. This gives
the sonographer real-time access to the ultrasound images and controls.

This paper, which significantly extends a conference workshop pa-
per [45], presents the human teleoperation system, building on previ-
ous work on the development and validation of several modules [28,
46,47], and making multiple contributions to the state of the art. The
overall system (Section 2), haptics (Section 5), human MR tracking
performance (Section 6), and initial patient tests (Section 7) are first
described. The following contributions are then presented:

• A new communication system to enable the use of the HoloLens2
Research Mode APIs [48] (Section 3),

• Design and integration of device-agnostic remote streaming and
control of POCUS ultrasound probes (Section 3),

• A new initial start-up, registration, and calibration procedure
that is easier, more accurate, and >85% faster than previously
reported [28] (Section 4),

• New active visual aides to eliminate steady-state error in follower
positioning using new probe pose sensing [49] (Section 8),

• Tests and comparison with a different MR headset (Section 8),
• New insights into potential future work (Section 9)

Most of the new developments are demonstrated as videos in Supple-
mentary Material, and the code for device-agnostic remote ultrasound
streaming and control is open-sourced.

2. Human teleoperation for ultrasound

In this section we describe the specific prototype system we built
for tele-US. Other applications for human teleoperation are discussed
in Section 9. A diagram of the entire system is found in Fig. 1.

In general teleoperation systems, there is a local robotic agent which

interacts with its environment, and a remote operator who receives
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Fig. 1. Overview of human teleoperation system.
Table 1
Worst-case uplink and downlink data throughput requirements on the follower side.

Type Uplink Contents Downlink Contents

Timing 1.28 kbps 64 bit long int × 20 Hz 3.84 kbps 3 64 bit long ints × 20 Hz
Force 16 kbps 3 32 bit floats + 1 64 bit timestamp × 100 Hz 16 kbps Same as uplink
Pose 28.8 kbps 7 32 bit floats + 1 64 bit timestamp × 100 Hz 28.8 kbps Same as uplink
Video ≈1–2 Mbps 960 × 540 px H.264 encoding, 25 Hz, Variable quality 0 No video
Audio 128 kbps Typical MP3 bitrate (Part of MPEG-4 stream) 128 kbps Same as uplink
US 4.64 Mbps 58 kB JPEG image (worst-case) × 10 Hz 0 No US
Mesh 2.3 Mbps ≈12k mesh triangles × 3 points and 3 indices × 32 bit floats 0 No downlink mesh

Total 6.81 Mbps Mesh sent rarely on demand. Peak throughput 9.11 Mbps 180 kbps Sum
feedback from the local agent and provides instructions on what actions
to carry out. Traditionally, these are called the ‘‘master’’ and ‘‘slave’’ re-
spectively, though we avoid this terminology. In human teleoperation,
the local agent is a human, the ‘‘follower’’, while the remote operator
is experienced in the task being performed, and is referred to as the
‘‘expert’’. For tele-US, the expert is a sonographer or radiologist with
ultrasound experience, and the follower is an inexperienced novice,
whose interactions with his/her environment constitute moving an US
probe on a patient, as instructed by the expert.

The follower wears an MR headset, the HoloLens 2 (Microsoft,
Redmond, WA), which projects a virtual US probe into their field of
view. To perform the desired procedure, they align their real US probe
with the virtual one and track it as it moves around on the patient.
In this way, the desired position and orientation (pose) of the probe
are achieved. The desired force is similarly reached through a visual
control system, as explained in Section 5.

The desired pose and force of the probe are set in real time by the
expert, who manipulates a haptic device (Touch X, 3D Systems, Rock
Hill, SC). This is a small, 6-degree-of-freedom (DOF) serial manipulator
that measures the 6-DOF pose of its pen-like handle and applies 3-
DOF forces to the handle’s tip for haptic feedback [50]. We replaced
the Touch X conventional handle with a 3D-printed US probe-shaped
end effector. As the expert grasps the end-effector and carries out
his/her desired motion, the probe pose is transmitted to the virtual
handle guiding the follower. The haptic device applies forces back to
the expert. By pushing against the haptic device, the expert also inputs
his/her desired force. This is described in detail in Section 5.

One of the primary objectives of the system is teleoperation trans-
parency, or making the expert feel as if they are performing the
procedure in person by matching the expert and follower positions and
forces. To this end, a three or four-channel architecture is required, in
which force and velocity are sent from expert to follower and vice versa
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at a high rate [51,52]. Hence, the desired forces and poses are sent
from expert to follower, along with an audio stream and some control
packets. Conversely, the measured force and pose of the follower are
returned to the expert, along with an audio stream, a video stream
captured by the HoloLens which includes the virtual objects in place
(called an MR capture), the live ultrasound images, control packets,
and occasional mesh data. The communication system for transmitting
this data is described in Section 3, and the meshes are discussed in
Section 4.

In this way, the expert sees the patient, ultrasound probe, and
ultrasound images live, and feels the applied forces. She/he conse-
quently decides how to move and performs the motion on the haptic
device, which updates the input signal to the follower through the
visual control system, which the follower tracks. At the same time,
the expert and follower are in verbal communication. Preliminary
experiments with carrying out a remote ultrasound examination by a
novice follower when teleoperated by an expert have shown promising
results (Section 7) [28].

3. Communication

As described in Section 2, a large amount of data must be transmit-
ted at high speed. In particular, the throughput requirements on the
follower side are outlined in Table 1. As the expert is stationary and
attached via a wired connection, their throughput is of less concern.

To achieve the large throughputs required by such tight coupling be-
tween expert and follower, a high-performance communication system
was developed and is described in [47,53]. 5G provides ultra-reliable
low latency communication and enhanced mobile broadband that are
well suited to this application due to the large throughput, high reliabil-
ity, and low latency requirements. The University of British Columbia
was the first campus in North America equipped with a 5G network, so
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Fig. 2. Top: Physical, data link, and network layers of the communication architecture.
ottom: Session and application layers of the communication architecture, showing
ata flow (expert to follower in green and follower to expert in black). The control
hannels include various user settings, button-presses, gestures, and other functions.
TUN: session traversal using NAT (network address translation). This is a server that
ends back a device’s public address and connectivity information, which is then shared
ith the peer over a signaling server to establish the peer-to-peer WebRTC connection.

Fig. 3. Android application for ultrasound image streaming and remote control of any
POCUS device, as well as relaying of WebRTC data from the expert to WebSocket data
to the HoloLens and vice versa.

we partnered with Rogers Communications Inc., a Canadian telecom-
munications company, to utilize their non-standalone sub-6 GHz 5G
network, shown in red in Fig. 2.

Several open systems interconnection (OSI) model layers of the
communication architecture are shown in Fig. 2. Since the follower
side is mobile and could be installed anywhere, including a moving
ambulance or a remote location, it is designed to work over mobile
networks. A Sercomm 5G modem with a wired connection to a Wi-Fi
router provides the interface between the mobile network and the user
devices. This is equivalent to 5G CPE devices sold by Yeastar (Xiamen,
China), Oppo (Dongguan, China), and others, or to ‘‘MiFi’’ devices from
Inseego (San Diego, CA). Alternatively, as explained below, all data can
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be routed through an Android smartphone or tablet which is connected
to the mobile network. The HoloLens 2, US device, and force and pose
sensors connect to a local Wi-Fi network, which in turn connects to the
Internet via mobile networks or directly. Conversely, the static expert
side connects to the Internet via a wired connection.

Built on this infrastructure, the communication system was designed
to minimize latency using the WebRTC (Web Real Time Communica-
tion) standard. As shown in Fig. 2, WebRTC is a peer-to-peer architec-
ture which eliminates server-related delays. It is built on stream control
transmission protocol [54] and real time transport protocol [55], both
of which are related to the user datagram protocol (UDP) which pri-
oritizes speed over reliability. Instead of retransmission upon packet
loss, which adds latency, packets are sent at a sufficient rate that lost
ones are quickly replaced and local consistency checks are in place.
To establish connectivity initially, WebRTC uses Session Description
Protocol (SDP) and Interactive Connectivity Establishment (ICE) to
find an optimal connection between two peers over any network and
through most router NAT (Network Address Translation) schemes or
firewalls. Both peers determine their own information from a STUN
server, and then exchange this SDP over a signaling server which we
implemented using Python WebSockets and host on a cloud platform
called Heroku. Using this information, the peer-to-peer connection is
established. The signaling is encrypted locally, and the signaling server
requires authentication. Similarly, WebRTC is built upon Datagram
Transport Layer Security (DTLS), so all communication is encrypted and
secure, which is important for medical applications.

Unfortunately, WebRTC for a Universal Windows Platform (UWP)
device such as the HoloLens 2 only runs on a 32-bit ARM CPU archi-
tecture. Conversely, the HoloLens 2 Research Mode APIs [48], used for
inside-out pose tracking of the ultrasound probe [49], only work in an
ARM64 architecture. Hence, to enable pose tracking and other com-
puter vision, WebRTC cannot be used from the HoloLens. Furthermore,
every type of ultrasound probe has different APIs for accessing images
and controlling the device; in fact most permit no such access. As a
result, the communication system from [47,53] had to be updated.

3.1. Ultrasound control

The follower side now includes an Android smartphone or tablet
which acts as communication hub, audio/video source, and ultrasound
probe interface. This is shown in Fig. 3. The smartphone or tablet con-
nected to the POCUS device runs a background service which connects
to the expert over WebRTC, and to the HoloLens over a WebSocket.
Using either WebRTC’s APIs directly, or a library called Unity Render
Streaming, the screen of the device is captured and streamed to the
expert side. This shows the POCUS application, which includes the
ultrasound images and controls in real time, in high quality, and with
low lag. When the expert sees the images, they may decide to change
certain imaging parameters. When they click and/or drag with their
mouse on the stream of the tablet screen, the start and end locations
and times of the gesture are captured and sent over WebRTC back to
the device, where they are built into a gesture and executed using the
Android Accessibility Services. In this way, the expert can fully control
the device’s screen and thus the imaging parameters and controls. To
emulate pinching gestures, the expert’s mouse wheel is captured and
used, for example, to zoom in or out of the ultrasound image. Since the
follower can view the image on the Android screen as well, the expert
can point out image features to the follower by pressing a key which
shows their cursor as an icon on the Android screen.

In addition, all packets from the expert are forwarded to the
HoloLens and vice versa, and the camera and microphone of the
Android device are streamed to the expert, while the expert’s audio is
played on the device’s speakers, allowing for verbal and visual contact
between expert and follower. Having the video stream stem from the
Android rather than the HoloLens 2 as described previously [28,45]

has the advantage of being able to move the camera to a desired
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Table 2
Round trip time (RTT; mean ± std; ms) versus data throughput in good signal conditions
or various networks. The last row shows slightly increased RTT (by 1.64 ms on average)
ue to the packet forwarding over a local WebSocket explained in Section 3.
Throughput Ethernet WiFi 4G LTE 5G NR

1.28 kbps 1.07 ± 0.57 5.80 ± 3.30 38.41 ± 6.63 26.95 ± 7.72
2.17 Mbps 0.93 ± 0.59 5.87 ± 1.75 43.49 ± 30.18 39.61 ± 6.14
4.97 Mbps – – 52.30 ± 59.30 47.64 ± 22.81
6.81 Mbps 1.07 ± 0.88 7.82 ± 9.90 66.58 ± 123.00 70.44 ± 78.29

2.17 Mbps – 7.41 ± 1.43 45.63 ± 2.21 40.85 ± 1.64

location to show something specific, or to mount it so it is more stable
than the HoloLens. Additionally, the WebSocket connection and packet
forwarding from the HoloLens is far less optimized for video streaming
than WebRTC, so sending the video from the Android rather than the
HoloLens greatly reduces delay.

In [47] we carried out tests of the communication performance
over various networks, in different signal conditions, and with different
throughput values to quantify the response to different conditions.
We also experimented with configurations including retransmission,
packet ordering guarantees, channel splitting, and queuing. Some of
the key results are shown in Table 2. We found that the communication
performed sufficiently well over 4G or 5G with good signal conditions
up to about 5 Mbps continuous throughput, and well beyond this for
WiFi or Ethernet. Typical round trip times (approximately two times
latency) for 5G were 25 to 50 ms which is appropriate for teleoperation
with direct force feedback in the case of a relatively soft contact
environment like a patient [56–58].

The added latency of the WebSocket and packet forwarding has now
been tested using the same method [47], and is shown in the last row
of Table 2. On average, the re-routing adds only 1.64 ms to the round-
trip time. In the case of 5G, this is approximately a 4.14% increase
and is not noticeable for the users. Importantly, the lag-sensitive video
and audio feedback stem directly from the Android device and are not
subject to the same delays. On the other hand, pose and force data
for the teleoperation has the additional delay. The new communication
system is shown working in Supplementary Material.

4. Spatial registration

The expert is presented with a live video stream from the follower’s
perspective, and the ultrasound images of the patient. Based on these,
he/she decides how to move. If the expert sees the follower’s US probe
positioned too far left in the follower’s view, it is natural for them to
move their probe to the right. However, the follower coordinate frame
is positioned by the HoloLens and varies every time the application
is started. Therefore, a registration between the expert and follower
spaces is required to ensure that directions in both frames correspond
intuitively.

Furthermore, the HoloLens 2 continuously captures a 3D spatial
mesh of its environment for SLAM purposes. This mesh can be accessed
and sent to the expert side to provide 3D visual feedback as well
as a haptic interaction, described in Section 5. This process was also
discussed in detail in [28].

To extract the mesh of only the patient, not the rest of the room,
and to enable the spatial registration, the position and orientation of
the patient must be determined. To this end we previously developed
two methods [28]. ArUco markers were placed [59] in four corners of
the test surface simulating the patient bed. The HoloLens automatically
determined the poses of the markers, which were previewed to the user
and individually confirmed by them. It thus found the patient bounding
box, orientation, and the transform of the electromagnetic tracker.
These steps are shown in Fig. 4. This was, however, time consuming
and too complex for novice users of the HoloLens 2.

With improved pose tracking [49], however, a simplified method
can be used and no registration to an external pose tracker is required.
188
Fig. 4. Aspects of expert-follower spatial registration. The US probe is a 3D printed
dummy used for testing of the instrumentation. The electromagnetic (EM) transmitter
is the box with two ArUco markers. This is replaced with vision-based pose tracking
from the HoloLens 2.

Fig. 5. MR Capture from HoloLens 2 of (Left) the dummy ultrasound probe with IR
markers showing successful pose tracking. The green spheres are the measured marker
positions while the blue ones are the output of the unscented Kalman filter, and the
blue virtual probe shows the resultant calculated pose. This preview can be disabled
during actual operation. And (Right) the virtual ultrasound probe controlled by the
expert, with patterns for better contrast and depth perception. These can also be seen
in videos in Supplementary Material.

At the start of the exam, the follower can simply place the ultrasound
probe along the craniocaudal axis, with its tip in the approximate area
of the scan, and press a virtual button. The axis of the probe, projected
onto the horizontal, is taken to be the left–right axis for the expert, and
the virtual probe’s initial position is set to the position of the real probe.
The probe tracking is shown in Fig. 5. Thus, the procedure is ready to
start without any need for external fiducials, alignment of markers, or
manual setting of the initial probe position by dragging the hologram
into place. To determine the bounding box, a box of fixed size and offset
around the probe can be generated and then adjusted if necessary by
the follower.

In a simple test in which the startup process was repeated 10 times
each using the old and new methods, the new approach took on average
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Fig. 6. Color and error-bar force rendering schemes, showing the desired follower
action for each rendering. Note, the color and bar length vary continuously and linearly
between the shown states.

4.2 ± 3.1 s compared to 29.3 ± 3.8 s for the ArUco markers, thus
ecreasing startup time by 85.7%. These tests were carried out by an
xperienced user accustomed to manipulating the virtual objects, so
nexperienced users would likely derive an even greater advantage.
dditionally, the initial probe position was found to be more practical
nd accurate than when it was manually dragged into position. The
ew and old methods are demonstrated in Supplementary Material.

. Force control

We have so far discussed the visual pose control method on the
ollower side. However, force is almost equally important in ultrasound,
etermining what anatomical structures are visible and ensuring they
re not too deformed. Moreover, sonographers usually look almost
xclusively at the US images and rely on their sense of touch to move
he probe on the patient. Hence, both controlling the applied force of
he follower and feeding back that force to the expert are essential in
uman tele-operated ultrasound.

Necessary for both of these topics is force sensing at the ultrasound
robe. This can be achieved by fabricating a shell around the US probe,
onnected to the probe using an off-the-shelf force sensor [14,60–63].
owever, this is bulky and heavy. We are developing an alternative
ethod [64,65], but for preliminary testing of our algorithms for force

eedback we have 3D printed a dummy US probe with an ATI Nano25
orce/torque sensor embedded in the tip.

To generate an error signal, the measured force is subtracted from
he expert’s desired force applied to the haptic device. This error
ignal is then displayed visually for the follower so they can move to
inimize it and thus match the desired force. The visualization could

nvolve an arrow that grows, shrinks and changes direction, or a second
irtual probe, offset by an amount proportional to the force error and
he patient tissue stiffness, in the direction of the force error. As the
ollower must track the virtual probe’s pose, however, it is beneficial
o have them focus exclusively on the probe. Additionally, the desired
orce is usually normal to the patient tissue, as the slippery ultrasound
el does not allow for large transverse forces. To avoid excessive cog-
itive load, therefore, we tested two different force rendering schemes
hat change only the virtual probe itself and do not contain direction
nformation [46].

The two rendering schemes are color and error-bar and are shown
n Fig. 6. In the former, the ultrasound probe color varies smoothly
etween blue (follower should apply more force), green (force error
s small), and red (follower should apply less force). Similarly in the
atter, the error bar grows toward the patient or away and changes color
epending on the force error. In tests described in Section 6, we found
hat the error-bar rendering was superior, likely because it was easier
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to resolve errors close to zero using the error-bar than by differentiating
slightly blueish green from slightly reddish green.

The force sensor can also be used for force feedback to the expert in
one of several teleoperation configurations. These include a 2-channel
force-position [66,67] or dual-hybrid force/position [68] controller, a
3-channel system with local feedback [69], or a 4-channel bilateral
parallel force/position [52] or matched impedance [70] controller.
The problem with many of these approaches is that performance and
stability are limited by time delays. In human teleoperation, delays
stem not only from the communication system, which is relatively fast,
but also from the reaction time of the follower person, which can
be substantial. Wave variable-based schemes have been proposed to
maintain stability in time-delayed force-reflecting teleoperation [71],
but position tracking is sometimes sluggish and wave reflections can
be disorienting [72].

Many papers explore robust time-delayed teleoperation, but our
system presents an opportunity for a potentially simpler approach. As
explained in [28], a 3D mesh of the patient, captured by the HoloLens 2
and transmitted to the expert, can be rendered as a virtual fixture on
the haptic device. When the expert displaces the haptic device into
the region delineated by the mesh, it is met with an opposing force
proportional to configurable stiffness and damping coefficients. Using
the force and pose sensing of the US probe, it is possible to estimate
the impedance parameters of the patient tissue [73]. The estimated pa-
rameters can be fed back along with the patient mesh at a much lower
rate than forces would have to be, and as they are relatively constant, a
temporary packet delay or loss in communication would have no great
effect. This approach, with constant approximate parameters, was used
in early tests of the system described in Section 7 [28].

6. Human performance

To evaluate the feasibility of human teleoperation, we carried out
experiments of human pose and force tracking ability, and quantified
the responses of the human and visual control system [46].

Methods: The tests involved 11 participants who ranged in age and
ackground (20–64 years, mean 32, 36% female). As with other control

systems, we performed step and frequency response tests and arbitrary
series of motions to determine the reaction time, overshoot, settling
time, steady-state error, frequency dependence of relative phase and
magnitude, RMS tracking error, and tracking lag for position, orien-
tation, and force. Each test was performed with both force rendering
methods and two different pose renderings.

To carry out these tests, the desired motion sequence was rendered
using the HoloLens 2, and the subject’s response was measured using
a force sensor (ATI Nano25) and electromagnetic pose sensor (NDI
driveBAY) embedded on a 3D printed ultrasound probe dummy held
by the subject. For the pose and force step responses, the virtual
probe jumped back and forth between positions and forces respectively,
holding each position or force for 5 s. For position, the direction was
changed every time so the follower could not predict the motion and
bias the results. For the frequency response, the subject tracked a
frequency-swept sinusoid until they were unable to follow. In each of
these tests, the position and force tracking accuracy, speed, and lag
were analyzed.

Results: The step and frequency response tests are shown in Fig. 7,
and example force, position, and orientation tracking tests are found
in Fig. 8. The key results of these tests are outlined in Table 3. While
extensive discussion is found in [46], these results show that tracking
both pose and force separately or simultaneously is feasible, with
relatively small tracking error and lag of approximately 0.35 s. The
worst case reaction time is to a step change in pose or force and varies
based on the step amplitude, but remains well under 1 s. Similarly,
the frequency response depends on the input signal’s amplitude but for
good performance the human force and pose tracking are limited to

about 0.25 Hz and 1 Hz respectively. This is slower than the human
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Table 3
Human performance test key results from [46]. This shows that tracking pose or force is easier than both at once, but
that when tracking both simultaneously the speed and accuracy are sufficient for relatively high-performing teleoperation.

Force Pose

Single parameter (pose or force):
Continuous tracking lag 255 ± 118.88 ms 346.23 ± 118.15 ms
Continuous tracking rms error 0.99 ± 0.29 N 6.24 ± 1.93 mm, 5.93 ± 1.85◦

Dual parameter (pose and force simultaneously):
Continuous tracking lag 345.5 ± 87.60 ms 345.5 ± 87.60 ms
Continuous tracking rms error 1.25 ± 0.33 N 8.5 ± 1.4 mm, 7.27 ± 2.25◦

Step responses: (10 N step) (10 cm step)
Reaction time to step changes 171.5 ± 85.9 ms 628.3 ± 102.3 ms
Steady state error 0.26 ± 0.16 N 2.8 ± 2.1 mm

Frequency responses: (10 N magnitude) (10 cm magnitude)
Max. frequency for good tracking 0.25 Hz 1 Hz
For smaller input magnitudes, max. frequency Decreases Increases
Fig. 7. MR human tracking performance step and frequency response test results [46].
The dotted step response is the desired signal. The other lines are the subjects’ measured
responses. The subject frequency responses are plotted, as is a fitted second degree
polynomial (black solid line), and the 95% confidence interval of the fit (dashed lines).
Numerical results from these tests are found in Table 3.

hand’s force bandwidth presented in [74], though in the same order of
magnitude, showing that the actuations are limited by cognitive rather
than motor factors.

Discussion: All of these results point to excellent performance poten-
tial for human teleoperation. The motions in ultrasound, for example,
are much less demanding than in the tests. Additionally, they indicate
that careful consideration of time delays is essential for force feedback,
as discussed in Section 5, because the time delays imposed by the
human response time vary substantially and can be up to a large
fraction of a second.

7. Patient tests

Though the human performance tests in Section 6 and the com-
munication experiments in Section 3 show good potential for human
teleoperation, neither evaluates the performance of the system in a
practical clinical setting. The human teleoperation system should im-
prove precision, efficiency, and completion time of US procedures
compared to existing audiovisual guidance methods, and improve set-
up time, ease-of-use, and accessibility compared to robotic systems.
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Table 4
Results from preliminary volunteer study with expert sonographer. Each procedure
and method has a completion time and measurement percent error. Kidney val-
ues are displayed as transverse × craniocaudal dimension error. This shows that
human teleoperation is faster and more precise than existing audiovisual guidance
(𝑝 = 0.052).

Kidney Vena cava

Direct 1:28 ± 0:21
–

0:42 ± 0:04
–

Audiovisual 4:13 ± 3:58
3.5% × 14%

3:55 ± 0:25
12.8%

Human Teleop. 1:36 ± 0:23
3.5% × 4.6%

0:49 ± 0:02
8.3%

While larger-scale trials with patients as well as comparative studies
between human and robot teleoperation are planned future work, we
have completed a preliminary, small-scale study [28].

Methods: This involved four healthy volunteers and a physician
with extensive US experience on two example procedures: kidney mea-
surement and inferior vena cava (IVC) examination. The volunteer
followers had no ultrasound experience. Both procedures involved
quantitative endpoints (measurement of IVC diameter and kidney trans-
verse and craniodaudal dimensions) and were carried out three times:
once directly by the physician, once using the Clarius video confer-
encing interface, and once using human teleoperation. Each volunteer
follower carried out one procedure using human teleoperation and the
other procedure using audiovisual guidance, to avoid bias from learning
effects if they performed the same procedure twice. The direct US
measurements were taken as a reference, and the measurement error
and completion time of the different methods were compared.

Results: The average completion times and measurement errors
compared to the direct US are outlined in Table 4 for each procedure
and method. Despite the small sample size, it was found that human
teleoperation was faster and more accurate than audiovisual guidance
(𝑝 = 0.052) and not much slower than direct ultrasound.

8. Follower MR experience

It is important that the human teleoperation system is as intuitive
and easy to use as possible since its purpose is to guide novices. To
evaluate this, user feedback and a questionnaire were used.

In the patient tests as well as numerous (𝑛 = 86) demos given to
technical, non-technical, medical, and non-medical people of all ages,
feedback has uniformly been that tracking the virtual tool is very easy
and intuitive. All participants were able to track motions within seconds
of putting on the HoloLens 2, sometimes with no specific instruction.
The sole difficulty was an occasional initial incorrect depth perception,
leading to the follower person holding the real probe closer to the
headset than the virtual probe was. After a single prompting telling the
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a

Fig. 8. Results from one example human performance test [46]. We see good tracking in all axes of position and orientation. The force with error-bar rendering also exhibits low
tracking error. Solid lines are desired values while dotted lines are the measured response.
Table 5
User questionnaire scores out of 5 for the MR follower interface [46] (5 = a lot; 1 =

little).
Participants who became dizzy 0
Preference for error-bar over color force 4.55 ± 0.52
Mental demand of force tracking 3.36 ± 0.5
Mental demand of pose tracking 2.18 ± 0.6
Dual param tracking more difficult than single? 4.36 ± 0.81
Intuitiveness of tracking interface 4.82 ± 0.4
Physical demand 2.36 ± 0.8

user the approximate location of the virtual probe, this was rectified in
all cases and there were no recurrences.

To address the issue of depth perception, the virtual ultrasound
probe was given a distinct and unique pattern that contrasts with its
environment, as shown in Fig. 5. Stereo pattern matching is important
for binocular depth perception [75], and previously the virtual probe
was monochromatic and lacking a distinct outline in well-lit environ-
ments. Additionally, contrast between the texture of an object and the
background, particularly when the luminance of the object is similar
to that of the background, significantly affects depth perception [76].
Thus, the pattern can help with more accurate pose tracking, though
this has not yet been tested.

In the human performance tests [46] described in Section 6, users
filled out a questionnaire regarding their experience. The questions
and results are shown in Table 5. It was found that again tracking
both force and pose is very intuitive, though requires some focus to
perform well. In dimmer lighting conditions, the holographic US probe
can occlude the real one, thus blocking visual positioning feedback for
the follower. In this case, using a virtual probe with transparent sections
or decreasing its overall opacity was sometimes useful, depending on
user preference.

Several users commented that it was sometimes difficult to know
how well they were matching the virtual probe, likely due to similar
factors. However, the new pose measurements can be used to improve
the steady-state error of the follower by giving a visual indication of
how well the follower is matching the desired pose. For example, if
the user position or orientation is off by more than a threshold, a
second virtual probe can be animated temporarily, moving smoothly
from the current pose to the desired one a few times to indicate to the
follower how they should move. This is demonstrated in Supplementary
Material. Alternatively, colors can be used to indicate the quality of
matching, though this should not be confused with force information.
Adding further visual cues may also lead to distraction or sensory
overload, as users already reported relatively high cognitive demand.

9. Future work

In addition to the further patient tests and comparison to robotics
mentioned in Section 7, this project presents many avenues for fur-
ther research. For example, the human teleoperation concept can be
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applied to other fields beyond ultrasound, including any application
where tightly coupled hand-over-hand guidance is needed. This could
include maintenance, inspection, and training. Furthermore, because
the actuations are ultimately carried out by a human, not a computer or
robot, this presents an interesting application for artificial intelligence.
The human expert could be replaced by an AI agent, trained through
learning from demonstration or reinforcement learning, for example,
to guide procedures or sub-tasks autonomously on demand. This is
not limited by the concerns of robustly safe human–robot interaction
that affect autonomous robotics. Since the transducer pose, force, ul-
trasound image, and video are all captured and can be recorded, rich
datasets can be built for training such an AI system.

In terms of communications, it is possible to leverage further aspects
of 5G, including exporting costly computations used for computer
vision or AI to proximal edge servers with minimal latency. In addition,
we plan to test the communication over mm-wave band 5G, which
promises the greatest increase in throughput.

Furthermore, the spatial registration process could be made faster
and easier using computer vision to segment the patient automatically.
For improved haptics, local convex meshes could be approximated
and streamed in real time to remove artefacts such as splinters and
to take into account a moving patient. Different visual control archi-
tectures have the potential to reduce cognitive load and thus remove
the decreased performance in Table 3 when tracking pose and force
simultaneously compared to one at a time. Moreover, delay-robust force
feedback should be implemented and tested, potentially in a shared
architecture with mesh and impedance feedback.

Finally, future work will evaluate further alternative MR headsets
such as the Magic Leap 2, Apple Vision Pro, HoloBoard, or Creal
LightField display. For example, an alternative MR system, the Nreal
Light, has been tested for comparison. The holograms were found to
be very sharp and vibrant, and relatively positionally stable, though
not as stable as the HoloLens 2. While the SDK is easy to use and
well integrated with Unity, the hand tracking is currently poor, and
a physical controller is needed to interact with the virtual environ-
ment. It was found that the most efficient mode of interaction with
virtual buttons was by using the gaze pointer (which tracks the head,
not the pupils) to point at buttons, and pressing the button on the
controller to select them. External control of the virtual probe was
effective, including changing the opacity of the hologram. Thus, the
core functionality of human teleoperation system works on the Nreal
Light. More advanced features such as probe pose tracking, mesh-
based haptics, and automated startup, which rely on IR cameras and
effective mesh generation, are not possible without additional sensing
equipment. However, the small form factor and low cost of the device
along with the effectiveness of the fundamental aspects of human
teleoperation make this potentially usable for a lower-cost human
teleoperation system in lower-resource environments. Other devices
such as the Magic Leap 2 or Apple Vision Pro may be more suitable
but face cost trade-offs. This will be explored further in future work.
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10. Conclusion

This paper has described multiple novel and broadly useful aspects
of a new system for teleoperating a human with precision and latency
similar to that of a robot through a mixed reality interface. The work
of several papers is summarized and key results are shown which
demonstrate the performance and feasibility of human teleoperation.
Furthermore, new developments and tests in HCI and communications
are described. Not only does this system bring up interesting basic
science questions about mixed reality, teleoperation, and HCI, but it
has the potential to be of use in myriad industrial applications, and to
impact many remote communities that otherwise have difficult access
to healthcare.
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Appendix A. Supplementary material

Note: these videos are demonstrations of the concepts and do not
represent the achievable performance. This is due to significant lag
introduced when the mixed reality capture is running on top of our
application, and because the mixed reality capture creates an apparent
offset between real and virtual objects that is not present for the user.
Video of application startup and initial registration/setup:
https://youtu.be/_ZOTvdS4taY
Video of pose tracking and visual correction:
https://youtu.be/KyAZMkdFzo
Video of patterned virtual probe for better depth perception:
https://youtu.be/i5_LtReP04k
Video of remote ultrasound streaming and control:
https://youtu.be/apzVsq1L8PI
Code for remote ultrasound streaming and control:
github.com/dgblack/AndroidStreamControl
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